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SUMMARY

I am a third year Ph.D. candidate in Computer Science
at the University of Copenhagen, where I work on the
interpretability of neural language models and low
resource domains. I am experienced in both the practical
and theoretical aspects of Natural Language Processing
and Computer Vision.

KEYWORDS
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Tools: Python, HuggingFace, Tensorflow, Py-
Torch, scikit-learn, NLTK, spaCy, wandb,
Pandas.

EDUCATION

9/2021 - 2/2025 Ph.D. candidate in Computer Science University of Copenhagen

Under the supervision of Prof. Isabelle Augenstein

9/2018 - 10/2020 M.Sc. Computer Science and Computational Biology The Hebrew University of Jerusalem

Under the supervision of Prof. Dafna Shahaf
Thesis: BARcode – A Flexible Learning Framework for Biologically Inspired Design
Honors: Excellence Scholarship for M.Sc. Students in Computer Science; magna cum laude
GPA: 96.5%

9/2015 - 9/2018 B.Sc. Computer Science and Computational Biology The Hebrew University of Jerusalem

Honors: summa cum laude
GPA: 96

EXPERIENCE

10/2023 – 3/2024
Internship

Applied Science Intern Amazon

Developed a novel method of personification of Large Language Models for customer simulation and
wrote an academic paper summarizing the findings
LLMs / Personification

5/2022 – 2/2023 Teaching assistant University of Copenhagen

The course “Introduction to Natural Language Processing”
Teaching / NLP

10/2020 – 8/2021 Deep Learning Tech lead Lightricks

Led the research and development of a company-wide project in the field of recommendation systems,
including the management of 1-2 additional researchers and collaboration with other departments in the
company.
Tech Lead / Recommendation Systems

9/2019 – 10/2020
Student Position

Deep Learning researcher Lightricks

Developed neural models for automatically enhancing images using Reinforcement Learning and Gener-
ative Adversarial Networks that were integrated into the company’s product.
GANs / RL

4/2019 – 8/2019 Teaching assistant Hebrew University of Jerusalem

The course “Computational Models, Computability and Complexity”
Teaching / Computability

6/2017 – 11/2018
Student Position

Algorithm developer Mobileye, an Intel Company

Developed and implemented deep neural networks and algorithms in C++ and Python designed to detect
road hazards for autonomous driving.
CV / Self Driving Cars
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ADDITIONAL ACADEMIC ACTIVITIES

2023 Research visit at Ryan Cotterell’s lab, ETH Zurich

2022 Participation in LxMLS-2022 summer school in Lisbon, Portugal

2021-2024 Review of academic papers for WSDM, EMNLP and ACL main tracks

2018-2019 Participation in a student exchange program at the University of Toronto, Canada

2018 Participation in a summer program for learning the Chinese language at East China University of Science
and Technology, Shanghai, China

2016 Internship at Prof. Nir Friedman’s systems biology lab, the Hebrew University of Jerusalem

SKILLS

• Extensive programming experience with Python, familiarity with JAVA and C++

• Experience working with NLP, image processing, and machine learning algorithms and tools, including HuggingFace,
Tensorflow, PyTorch, scikit-learn, NLTK and spaCy

• Excellent autodidactic capabilities, perseverance, high motivation and ambition

• Participated in several large-scale projects both as a teammate and as a project leader

• Experience with managing multiple, competing priorities under tight schedules
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